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Introduction

■ Reproducibility	is	essential	to	validate	scientific	research
– Experiments	need	to	be	validated

■ Cloud	testbeds	provide	consistent	hardware	to	simplify	experiment	reproducibility
– Provide	consistent	hardware		

■ But	are	the	experiments	hosted	on	cloud-based	testbeds	actually	
reproducible?
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Problem	Statement

■ FAIR:	Findable,	Accessible,	Interoperable,	Reusable

■ Are	FAIR	guiding	principles	useful	to	test	reproducibility	of	cloud	testbed	
experiments?

■ Analysis	of	cloud	testbed	experiments
– 	Are	they	reproducible?	
– What	are	some	common	issues	when	trying	to	reproduce	experiments?	

■ Are	there	recommendations	to	authors	to	improve	reproducibility	across	cloud	
platforms?
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FAIR	Definitions

■ Findable
– (meta)data	are	assigned	a	globally	unique	and	persistent	identifier
– data	are	described	with	rich	metadata	
– metadata	clearly	include	the	identifier	of	the	data	it	describes
– (meta)data	are	registered	or	indexed	in	a	searchable	resource

■ Accessible
– (meta)data	are	retrievable	by	their	identifier	using	a	standardized	

communications	protocol
– open,	free,	and	universally	implementable
– protocol	allows	for	authentication	and	authorization	procedure
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FAIR	Definitions

■ Interoperable
– (meta)data	use	a	formal,	accessible,	shared,	and	broadly	applicable	language	

for	knowledge	representation.
– (meta)data	use	vocabularies	that	follow	FAIR	principles	
– (meta)data	include	qualified	references	to	other	(meta)data

■ Reusable
– meta(data)	are	richly	described	with	a	plurality	of	accurate	and	relevant	

attributes	
– (meta)data	are	released	with	a	clear	and	accessible	data	usage	license
– (meta)data	are	associated	with	detailed	provenance
– (meta)data	meet	domain-relevant	community	standards
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FAIRness	for	Cloud-based	Experiments

■ Cloud	experiments	must	maintain	continuous	FAIRness

■ Findable	artifacts	may	be	incomplete,	i.e.,	some	of	the	files	are	missing

■ FAIR	definitions	are	related	to	data	&	metadata;	not	to	artifact	execution
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FAIRness	for	Cloud-based	Experiments

■ Findable
– associated	with	a	persistent	URI	that	results	in	all	the	necessary	files	and	data	for	a	

successful	experiment	run
■ Accessible

– necessary	found	files	result	in	a	successful	execution	and	produces	consistent	results.

■ Interoperable	
– if	its	bundled	package	can	be	successfully	executed	to	generate	standardized	

metadata	about	its	execution	
■ Reusable	

– An	artifact	is	reusable	if	it	can	be	successfully	executed	in	an	alternate	environment
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Chameleon

■ Cloud	testbed

■ Features
– bare-metal	reconfigurability	
– full	control	of	the	software	

stack	
– Specialized	hardware	
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Trovi

■ Portal	to	share	&	replay	artifacts

■ ~170	artifacts
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Generic	Chameleon	Artifact	Template

■ Most	artifacts	contain	these	3	steps:
– System	setup
– Performing	the	experiment
– Conduct	the	analysis
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Data	Collection	and	Artifact	Types

■ Chameleon	artifacts
– 113	artifacts
– Ranging	from	Apr	2022	–	Dec	2023

■ Types	of	artifacts
– Tutorials
– Research	experiments
– Bug	reproduction
– Course	Assignments
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Chameleon	Artifact	Findability

■ 104/113	artifacts	had	all	the	files	
completely

■ 9	were	not	findable
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Chameleon	Artifact	Accessibility

■ Out	of	104	experiments,	we	were	
able	to	repeat	30	successfully

■ Common	issues:
– Code	bugs
– Leasing	issues
– Server	Issues
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Chameleon	Artifact	Interoperability

■ Package	experiments	with	application	virtualization	(AV)	tools
– Sciunit,	Reprozip

■ AV	tools:
– Intercept	system	calls	to	determine	files	used	
– Audit	and	repeat	mode

■ 18	out	of	the	30	experiments	were	packaged,	and	could	be	
repeated	on	Chameleon

■ 12	of	the	artifacts	had:	
– Leasing	issues
– packaging	issues
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Chameleon	Artifact	Reusability

■ Determine	if	the	package	is	runnable	on	a	public	cloud	
infrastructure	(AWS)	

■ 5	experiments	were	reusable	on	different	cloud	platforms
– artifacts	which	didn’t	need	specialized	hardware
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Recommendations

FAIR Assessment of Cloud-based Experiments, PR-HPC'24, Atlanta 21



⍳
! Ҽ

Recommendations

■ Organize	notebooks	by	purpose	

■ Ensure	Long-term	Preservation	

■ Install	Dependencies	During	Setup	

■ Automate	instructions	

■ Reduce	Calls	to	Cloud-Specific	APIs	

■ Indicate	estimated	wait	times
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Recommendation	1
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■ Organize	Notebooks	by	Purpose
– Setup	should	be	different	from	

experiment
– Break	large	experiments	into	multiple	

notebooks

Wang,	Meng,	et	al.	"Design	Considerations	and	Analysis	of	Multi-Level	Erasure	Coding	in	Large-Scale	Data	Centers."
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Recommendation	2
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■ Ensure	long	term	preservation
– Most	open-source	software	decays	

without	maintenance
– frequently	try	repeating	and	updating	

artifacts
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Recommendation	3
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Recommendation	4

■ Automate	instructions
– Use	environment	variables
– Include	tear-down	commands
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Recommendation	4

■ Automate	instructions
– Use	environment	variables
– Include	tear-down	commands
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Recommendation	5

■ Reduce	Calls	to	Cloud-Specific	API
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Recommendation	6

■ Indicate	wait	times
– Authors	have	tacit	

understanding	of	experiment	
duration;	but	maybe	the	user	
reproducing	the	experiment	
doesn’t
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Recommendation	6

■ Indicate	wait	times
– For	larger	experiments,	

including	wait	times	for	
individual	experiments	is	
a	good	idea
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Conclusions
■ Trovi	is	great!	We	need	to	do	better.	

– Reusability	of	cloud-based	experiments	is	difficult	to	achieve	in	practice	
■ FAIR	definitions	must	be	redefined	for	cloud-based	experiments	
■ Why	is	this	the	case?	

– Lack	of	maintainence
– Leasing	issues

■ Recommendations	
– Organize	notebooks	by	purpose	
– Ensure	Long-term	Preservation	
– Install	Dependencies	During	Setup	
– Automate	instructions	
– Reduce	Calls	to	Cloud-Specific	APIs	
– Indicate	estimated	wait	times
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Open	Post-doc	Position
The Department of Electrical Engineering and Computer Science in the College of 
Engineering at University of Missouri, Columbia is looking for talented and motivated postdoctoral 
fellows to become part of our team working on exciting science research projects. 

Researchers working at the intersection of systems, workflows, data management, and high-
performance computing or any relevant data and computational science discipline, and who have 
received their Ph.D. within the last three years are encouraged to apply. The successful applicant will 
receive a competitive salary, and excellent benefits. The position is for up to four years beginning 
anytime after Jan 1st, 2025.

This post-doctoral position will be in the broad areas of graph data management, data 
provenance/lineage, workflow systems, notebooks and scientific data management. The objective will 
be to create new ways of capturing, tracking and making understandable large-scale, distributed 
scientific experiments. 

To apply please email your CV and a Research Statement to tmnhx at missouri.edu
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Open	PhD	Position
The Department of Electrical Engineering and Computer Science in the College of 
Engineering at University of Missouri, Columbia is looking for talented and motivated graduate 
student to become part of our team working on exciting science research projects. 

■ https://engineering.missouri.edu/degree/phd-in-computer-science/

■ https://gradschool.missouri.edu/degreecategory/computer-science/
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Thank	You!

Email:	tanu.malik@depaul.edu,	tanu@missouri.edu
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